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\textbf{Abstract}
Software defined networks (SDNs) introduced the concept of decoupling control and data planes which is a paradigm shift. The OpenFlow protocol is one of a number of technologies that enables this decoupling and, in effect, commodifies network equipment. As of now, there is still limited work that has been done towards modeling the transit delay across OpenFlow switches experienced by network traffic. In this work we develop a stochastic model for the path latency in Open vSwitch (used together with a POX controller) based on measurements made in experiments performed on three different platforms which include 1) Mininet, 2) MikroTik RouterBoard 750GL and 3) GENI testbed softswitch. We propose a log-normal mix model (LNMM) and show that it offers a $R^2$ value of greater than 0.90 for most of our experiments. We also demonstrate how the M/M/1 models proposed in earlier studies is a poor fit.

\textit{Keywords:} Software defined networks; OpenFlow, Open vSwitch; latency; modeling.

\section{1. Introduction}
The rapid evolution of new technologies, such as cloud computing, have complicated the way in which traditional networking was done [1]. Software defined networking (SDN), a new networking paradigm, provides a solution for it by smartly managing and configuring the network elements [2]. It makes the network programmable by separating the control plane of the network from the
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data plane. The data plane comprises of only switches with the capability of forwarding packets according to simple instructions received from the control plane. SDN provides the network administrators more control over the entire network through the centralized control plane running in software. It has also allowed researchers to experiment on deployed networks without causing any interference to their traffic [3].

The centralized control plane consists of a southbound application programming interface (API), for communication with the network's hardware comprising the data plane, and a northbound API, for communication with network applications and creation of networking functions [4]. OpenFlow is the principal southbound API, promoted by the Open Networking Foundation (ONF). The goal of OpenFlow is to provide open interoperability between network equipment of different vendors, as previous attempts made to this end were proprietary solutions. This effort improves the performance of SDNs [1].

The OpenFlow protocol helps to manage various elements of a network, e.g. implementing configuration changes in the data plane of a complex network such as a data center or telco’s core network. However, these processes must be completed in timely manner. In traditional networks the control plane resides on each individual switch in a fragmented / distributed fashion which rarely affects the performance of the data plane. In OpenFlow switches the delay incurred by data plane elements (like switches and routers) to process packets increases due to the involvement of a central controller. The increase in latency is due to: (1) the propagation delay between OpenFlow switch and control plane, (2) the processing speed of the control plane, and (3) the responsiveness of OpenFlow switches in generating flag for a new flow and updating their respective flow tables on receiving signal from the central controller [5]. Collectively, the sum total of these delays incurred by a packet at a switch is the store-and-forward delay. The goal of this paper is to measure and analyze the characteristics of all the delay components in the path of OpenFlow switches.

We developed a stochastic model based on measurements taken from three different OpenFlow switch platforms which include Mininet emulator, a MikroTik 750GL router and a production-level Open vSwitch (OVS) softswitch in the GENI testbed. These models will help us better understand the delay characteristics of Internet traffic in networks using OpenFlow controlled switches. Furthermore, we included Mininet, which is a virtual network emulator, in this measurement study in order to assess its accuracy in terms of delay. The stochastic model will help network designers and administrators anticipate expected end-to-end delays in WANs, overlay WANs and Internet links built from OpenFlow switches.

The rest of this paper is organized as follows. Section 2 contains information regarding work related to our problem, Section 3 formally defines our problem statement, Section 4 discusses our experimental setups, 5 presents the results

---

1 We will use the term switch to collectively refer to L3 switches and routers.
through the experiments, Section 6 presents a stochastic model based on our empirical data. Finally Section 7 concludes the report by summarizing our results, drawing conclusions and giving possible directions for future research.

2. Related Work

The number of studies on the effects of adopting centralized control planes in SDN architectures on the delay performance are few. Bianco et al. [3] measured throughput and latency of an OpenFlow 0.8.9r2 softswitch built on an Ubuntu PC that performed L2 Ethernet switching using a Linux bridge (bridge-utils), L3 IP routing using Linux ip forward, and an OpenFlow controlled virtual switch for different packet sizes and load conditions. He et al. [5] performed experiments on four types of hardware SDN switches to measure the latency involved in generation and execution of control messages. They focused their attention on the insertion delay and the effect of the position number of that rule has on it. Huang, Yocum and Snoeren [6] measured and compared the latency across three different hardware switches and OVS, and built an OVS based emulator for the physical switches whose latency closely mimics that of a particular physical switch. Sünnen [7] compared the delay performance of legacy switches to an NEC OpenFlow switch. Levin et al. [8] compared the performance of centralized control plane to that of a distributed control plane. This study was motivated by the fact that a centralized control plane cannot provide the same reliability and scalability as a distributed control plane. Heller, Sherwood and McKeown [9] also considered scalable and fault-tolerant OpenFlow control plane by adding more than one controller.

There has also been some work on the development of performance analysis benchmark suites for the control and data planes of SDNs. Among them, OFLOPS [10] is an open framework for the performance measurement of OpenFlow-enabled switches, while ChenCh [11] is used to benchmark controller performance. These studies evaluated performance of OpenFlow architecture based on experimentation on hardware or simulations, on different OpenFlow platforms.

However, to the best of our knowledge, Jarschel et al. [12], Chilwan et al. [13], Yen et al. [14], Azodolmolky et al. [15], Bozakov et al. [16] and Samavati et al. [17] are the only studies to date to have developed delay models for OpenFlow networks. Jarschel et al. [12], Chilwan et al. [13] and Yen et al. [14] developed delay models based on queuing theory. However, Azodolmolky et al. [15] and Bozakov et al. [16] used network calculus to develop delay models.

Both approaches made some simplifying assumptions for analysis. Jarschel et al. [12], Chilwan et al. [13] and Yen et al. [14] assumed Poisson packet arrivals, whereas several studies have demonstrated that Ethernet traffic is self-similar (fractal) in nature, and is not accurately modeled as a Poisson process [18]. On the other hand, network calculus is a relatively new alternative to classical queueing theory. It has two branches: Deterministic network calculus (DNC) and stochastic network calculus (SNC). DNC, used by both Azodolmolky et al.
and Bozakov et al. [16], only provides worst-case bounds on performance metrics and yields result that are of little practical use [19].

Samavati et al. [17] provided the comparison of performance in OpenFlow network of different topologies. They used graph theory for evaluation of this performance but did not consider controller-switch interactions in any significant detail.

3. Problem Formulation

The SDN revolution relies on four innovations; the separation of control and data planes, centralization of control plane, programmability of the control plane and standardization of application programming interfaces (APIs) [4]. Figure 1 shows all these features of SDN. The centralization of the control plane makes it easier to manage control changes within a network and makes much faster decisions than distributed protocols, by sensing and adjusting to state changes. The northbound API of the control plane is a key feature by which a large number of networking hardware can be orchestrated simultaneously. It allows a network to be divided into virtual networks having distinct policies, and yet reside on the same hardware. The control plane architecture consists of multicore support, switch partitioning and batch processing features for multiple input applications. Either incoming switch connections are distributed among worker threads or packets are stored in a common queue from which worker threads dequeue packets for processing [20]. A possible solution to the scalability challenges of having a centralized control plane, is the division of the network into smaller subnets with their own controllers.

SDN switches typically consult controllers for the first packet of every new flow. Subsequent packets of the same flow are processed according to the flowtable entry installed in response to the first packet. The traffic between
controller and forwarding elements is then significantly reduced by flow based traffic. However, this behavior is ultimately up to the way the network application running on the controller is designed.

The packet processing pipeline of an OpenFlow switch consists of three elements: (1) A flow table for processing and forwarding a packet, (2) a secure channel that connects a switch and the controller, and (3) the OpenFlow protocol, an open standard for communication between controller and switch. OpenFlow defines several different types of messages that can be exchanged between switch and controller [21]. The involvement of the controller by an OpenFlow switch in making forwarding decisions for some arriving packets means there can be a significant increase in processing delay. Figure 2 depicts the sequence of steps by which an OpenFlow switch processes a packet.

![Figure 2: Sequence of processing steps of packet passing through an OpenFlow switch.](image)

When a packet arrives at an OpenFlow switch, it searches for a matching entry in its flow table. If a match is found the corresponding specified action is performed. Else, if no match is found, the packet is forwarded to the controller through a packet_in message. The controller handles the packet, usually by updating the switch’s flowtable [22].

The delay added by a switch to a path is an important parameter of interest. In this study, we measure the delay in a number of OpenFlow switches for a variety of packet sizes, packet arrival rates and traffic ratios that do not require controller : require controller interaction. The OpenFlow switches considered include a MikroTik 750GL hardware switch and a production-level Open vSwitch soft-switch in the GENI testbed. We analyze the measurements and derive a stochastic model of processing latency in OpenFlow switches, which can be extended to different deployment scenarios. Furthermore, we performed the same measurements on an OpenFlow switch in the Mininet network emulator, and compared those measurements with those obtained from the hardware and soft-switches.
4. Experimental Setups

To derive a stochastic model we first collected empirical data from experiments. For this purpose, we conducted experiments for three different OpenFlow switch platforms; which included Mininet, a MikroTik RouterBoard 750GL hardware Ethernet switch and a soft-switch in the GENI testbed. All switches used Open vSwitch (OVS), running OpenFlow 1.0, and were connected to a POX controller, to enable an unbiased comparison. Figure 3 depicts the basic experimental setup used to take measurements for all three platforms.

We used the Distributed-Internet Traffic Generator (D-ITG) [23] to generate and control repeatable network traffic flows for experiments. Using this traffic generator we measured the round-trip time (RTT) of sending a packet from one host/VM, through a switch to the other host/VM. This way we were able to use a single clock to measure packet RTT, and avoid clock synchronization issues we had to determine the time it takes a packet to travel one-way from sender to receiver from two different clocks. We considered synchronizing the clocks of sending and receiving hosts using the network time protocol (NTP) and measuring the time it takes for a packet to travel one-way from sender to receiver. However, NTP is only capable of providing clock synchronization up to millisecond resolution, which was insufficient for our experiments. Considering our experimental scenario, Figure 4 shows the total RTT latency of the experiment and its associated delay components.

According to Figure 4, four scenarios are possible while measuring RTT:

1. The switch does not consult the controller at all, as all the required flows are present in switch’s flow table.
2. The controller is consulted by the switch on the forward path for the round trip flow.
Figure 4: Latency per experiment. * Delay associated with controller may not be present all the time.

3. The switch does not consult the controller during the forward path, but consults it on the reverse path as the flow table entry has expired at that point in time.
4. The switch consults the controller both ways, on forward and reverse path, as a packet’s flow table entry is not present at that point in time.

4.1. Mininet 2.2.1

Mininet [24] is a virtual network emulator widely used for prototyping software defined networks (SDN) on a single computer. We used Mininet 2.2.1, running OVS version 1.4.6, on a PC with Ubuntu Linux operating system (OS), Intel Core 2 Duo 3.0GHz processor and 2GBs of RAM. The minimal topology was used for the experiment.

4.2. MikroTik RouterBoard 750GL

For the MikroTik RouterBoard 750GL (RB750GL) hardware switch we replaced the default RouterOS it ships with, with OpenWRT Chaos Calmer (Bleeding Edge, r42655) release and ported OVS 2.3.0 onto it to enable it as an OpenFlow switch. The MikroTik RB750GL has 64MB RAM and a 64MB flash memory, which contains the full OS image. It has 5 wired Gigabit Ethernet ports and also supports VLAN configuration. Although the MitroTik RB750GL’s accompanying documentation claims its factory installed RouterOS firmware supports OpenFlow 1.0 we found it to be unreliable and replaced it with the open source OpenWRT [25]. OpenWRT is essentially an embedded Linux distribution specifically designed for routers and switches. The router was connected with three PCs, all of same specifications which were 2GB RAM and Intel Core 2 Duo 3.0GHz processor and Ubuntu Linux OS installed on them. The network configuration file of the router was modified to make every port of
the router act as a separate interface. One PC was configured to host the POX controller and other two PCs served as sender (host 1) and receiver (host 2), respectively.

4.3. GENI Testbed Soft-switch

The Global Environment for Networking Innovation (GENI) [26] is a large-scale infrastructure experimentation testbed in network science. This testbed is overlaid over an already deployed backbone network, to provide access to existing network infrastructure without disrupting Internet traffic. We used it to measure the delay of OpenFlow switch at scale due to widely distributed resources in different locations. The setup was similar to the laboratory setup, but the resources were located across California, not in close proximity to each other. The OVS switch and the two hosts were located at CENIC InstaGENI aggregate located in La Mirada, California; while the chosen controller was located at InstaGENI aggregate in Stanford, California, roughly 450 miles away. The PCs had an Intel Xeon 2.10GHz processor with 512MB RAM running Ubuntu Linux OS. The OVS soft-switch, version 2.3.1, was implemented on a host running Ubuntu Linux.

5. Experimental Results and Findings

Two scenarios were considered in experiments: Reactive and proactive forwarding, to depict real world traffic scenarios. The reactive forwarding mode is employed when a switch does not find a matching flow table entry for an incoming flow and consults the controller. The controller adds flow entries by sending a `flow_mod` event packet to the switch. We also measured the RTT latency for packets that require controller intervention by installing flow entries using the `packet_out` event, to resolve queries on a per-packet basis. On the other hand, the proactive forwarding mode is in effect when the controller populates the switch’s flow table ahead of time. To measure delays in reactive forwarding, we installed rules for a pair of MAC addresses for a complete round-trip and set their timeout value to 1 second, which is the smallest possible value. This was done to maximize the number of reactively forwarded packet in one session. To analyze the delay associated with OpenFlow switches, we considered three IP packet sizes commonly observed in Internet traffic; 77 bytes (small), 562 bytes (medium) and 1,486 bytes (large) [27]. All three sizes are less than TCP’s maximum segment size (MSS) and Ethernet’s maximum transmission unit (MTU) limit to avoid segmentation or fragmentation. The input traffic was transmitted at different constant rates in different experiments, to adequately visualize and characterize the latency distribution.

5.1. Performance Benchmarking

We began by performing basic performance benchmarking of the three OVS switch platforms that will guide us when selecting appropriate ranges of configuration parameters for subsequent experiments.
5.1.1. Packet Loss Rate

First, we began measuring the throughput capability of all three OVS switches by measuring the packet loss rate of UDP packets as a function of input packet rate. We define the packet loss rate as the fraction of IP+UDP packets sent by the sending host that are not received by the receiving host. We used D-ITG on...
the transmitting host for the MikroTik RB750GL and GENI. The OVS switch in Mininet was operating under ideal conditions and would not show any packet losses at any packet transmission rate. For each packet transmission rate at the input to an OVS switch we measured packet losses over a period of 5 minutes. Figure 5 and Figure 6 show the trend in UDP packet loss rate for the MikroTik RB750GL and GENI OVS switches, respectively. Generally, packet loss rate grows with both packet transmission rate and packet size. We observed from Figure 5 and Figure 6, that below 1,000 pkts/sec there are little to no losses.

Similar to UDP loss rate, TCP retransmission rates were measured for MikroTik RB750GL and GENI, as shown in Figure 7 and Figure 8. We used the same experimental methodology as in the case of UDP loss rate. At the end of 5 minutes, the total number of packets retransmitted from host 1 were counted using the Wireshark file and then divided by the total time to find the packet retransmission rate. The trend is the same as for the UDP loss rate; overall packet retransmission rate increases with rate and packet size. There is a decrease in packet retransmission rate at high transmission rate of 10,000 pkts/s due to the fact that the window capturing the effect closes after 5 minutes, because of which it is unable to capture all retransmitted packets. For the proactive forwarding mode we observed almost no losses.

5.1.2. Maximum Throughput Rate

We performed a series of experiments using iperf to measure the maximum possible throughput without losses. Table 1 tabulates the maximum bandwidth recorded in iperf experiments. It shows that there is a decreasing trend
in throughput from proactive to reactive and then to controller. Across platforms, results show that the OVS switch in the Mininet emulator has the highest throughput, followed by the two physical switches, with GENI at the low-end.

5.1.3. Jitter

Similarly, Table 2 tabulates the jitter, which is the absolute difference between delay of two consecutive packets received of the same stream. It is measured across all three platforms under traffic scenarios that produce different ratios of proactively / reactively forwarded traffic. The results show that generally the delay jitter is highest in the reactive forwarding scenario,
(a) RTT latency vs. packet size (10 pkts/s input).
(b) RTT latency vs. input traffic rate (packet size of 1,486 bytes).

Figure 9: PDFs of RTT latency for Mininet.

(a) RTT latency vs. packet size (10 pkts/s input).
(b) RTT latency vs. input traffic rate (packet size of 1,486 bytes).

Figure 10: PDFs of RTT latency for MikroTik RB750GL.

(a) RTT latency vs. packet size (10 pkts/s input).
(b) RTT latency vs. input traffic rate (packet size of 1,486 bytes).

Figure 11: PDFs of RTT latency for GENI.
followed by the controller scenario and least for the proactive forwarding controller.

5.2. Latency vs. Packet Size

We began by measuring packet RTT latencies and plotting their Probability Density Functions (PDFs) for Mininet, MikroTik RB750GL and GENI OVS switches in Figure 9a, Figure 10a and Figure 11a, respectively, for three different packet sizes. For these measurements, we transmitted 10,000 packets between two hosts at a constant rate of 10 packets per second (pkts/sec). This constant rate of input traffic was used for experiments to adequately characterize traffic distribution between switch and controller. For each of these three platforms we conducted the experiment once using only proactive forwarding (labeled proactive in figure legends), using a mix of proactive and reactive forwarding (labeled reactive in figure legends), and finally by consulting the controller before making a forwarding decision for every single packet (labeled controller in figure legends). In case of reactive forwarding mode, the timeout for a flow table entry was set to 1sec, the minimum possible. The format of the notation used in the legend of these figures denotes [% of packets forwarded without controller intervention/% of packets forwarded with controller intervention]. The variance of the RTT latency increases from proactive [100%/0%], to reactive [90%/10%] to controller [0%/100%] case. Figure 9a, Figure 10a and Figure 11a show that for all three OVS switches being tested, the packet size has no effect on the RTT latency, for all three packet forwarding modes. However, there is a significant difference in the order of magnitude of the RTT latencies seen on various platforms. The RTT latencies in Mininet were on the order of tens of microseconds, while for the MikroTik RB750GL they were on the order of hundreds of microseconds and for the GENI soft-switch on the order of milliseconds.

5.3. Latency vs. Packet Transmission Rate

In this series of experiments we investigated the effect of different packet transmission rates on the RTT latency. We varied the packet transmission rate from 10pkts/sec to 100pkts/sec to 1,000pkts/sec for a stream of fixed packet size of 1,486bytes. Figure 9b, Figure 10b and Figure 11b are PDF plots for Mininet, MikroTik RB750GL and GENI OVS switches, respectively. Note that because of the 1sec minimum timeout for flow table entries, when we use reactive forwarding the ratio of packets that get forwarded without controller intervention / packets that get forwarded with controller intervention changes with packet transmission rate. For example, at the packet transmission rate of 10pkts/sec the ratio is 90%/10%. Similarly, at the packet transmission rate of 100pkts/sec the ratio is 99%/1%, and at the packet transmission rate of 1,000pkts/sec the ratio becomes 99.9%/0.1%. As the input traffic rate increases and a smaller fraction of traffic requires controller intervention in making forwarding decisions, the latency PDF of reactive forwarding mode approaches that of the proactive mode. The greater frequency of incoming packet also means that there is lesser context switching between OVS and non-OVS processes. The more frequent use
of OVS also leads to more cache hits, which further reduces the cost of context switches.

5.4. Latency vs. Variable Transmission Rate

![Figure 12: Delay versus packet size for Mininet at a variable Pareto input traffic rate.](image)

![Figure 13: Delay versus packet size for MikroTik RB750GL at a variable Pareto input traffic rate.](image)

The experiments we conducted and described this far were all based on constant bitrate traffic. In order to verify that the observations we made about latency distribution for constant bitrate traffic also extend to variable bitrate traffic we reran the same experiments on all three platforms. For these measurements, we transmitted 10,000 packets between two hosts.

Figures 12, 13 and 14 are the latency distributions observed in Mininet, the MikroTik RB750GL and GENI OVS softswitch, respectively. Each figure covers the same three packet sizes of 77, 562 and 1,486 bytes for each platform, like before. Garsva et al. [28] assumed variable packet transmission rate in their study and determined that inter-packet arrival times follow a Pareto distribution.
having shape and scale parameters 2.658 and 0.003, respectively. In the interest of using a realistic traffic scenario, we used the same parameters for the Pareto distribution for our traffic as reported by Garsva et al. in [28]. As Figures 12, 13 and 14 show, the latency distributions for all three platforms have bimodal distributions. The results of reactive forwarding largely agree with those of proactive forwarding as fewer packets consult the controller. The multi-modal PDF of controller is due to the queuing delay at the controller because of the high input traffic rate. These plots let us conclude that since the RTT latency PDF for variable input rate traffic remains similar to that observed for constant bitrate traffic, the model holds up for both cases.

5.5. Latency vs. Other Variables

We also measured latency by changing number of OpenFlow parameters which included the following:

1. Varying the number of fields against which to match a flow.
2. Varying the priority level of a matching flow table entry.
3. Changing the table in which the matching flow table entry is found.

However, none of these variations brought about measurable changes in the RTT latency. A likely explanation for this is OVS use of a tuple space search classifier, which creates a single hash table for same category of matches [29].

5.6. Observations

We made the following observations from the results of these experiments:

1. When the packet forwarding mode is exclusively proactive the distribution is unimodal, while in the case of mixed use of proactive and reactive forwarding the distribution is observed to be multimodal.
2. RTT latencies for mixed forwarding mode are concentrated around two clusters; the one on the lower end represents the latencies of packets forwarded proactively, while the one on the higher end represents the latencies of packets forwarded reactively and involved controller intervention.
3. The controller delay is about two orders of magnitudes larger than the processing delay at a switch.

4. There is an increase in latency with an increase in packet size in case of the MikroTik RB750GL router, while in the cases of Mininet and GENI there were no discernible changes in latency with packet size. This could be due to the fact that the overall propagation delay in setup is either small or large as compared to the individual delay components that is not recognizable.

5. The order of range of delay for packet sizes increases from Mininet, MikroTik RB750GL to GENI. A likely explanation for these differences are the differences in propagation delays between OpenFlow switch and POX controller across the three experimental setups.

6. Stochastic Modeling

Based on Figure 4 we model transit latency ($L_T$), the end-to-end delay in an OpenFlow SDN, as a sum of two components: Deterministic delay ($D_D$) and stochastic delay ($D_S$), i.e.

$$L_T = D + S.$$  \hfill (1)

These two terms are further decomposed in terms of the following equation:

$$L_T = (D_{trans} + D_{prop}) + (S_s + I \times S_c)$$  \hfill (2)

In Equation 2, $D_{prop}$ is the propagation delay of a link to/from the switch, calculated as $D_{prop} = \frac{Distance}{Speed}$. $D_{trans}$ is the transmission delay of a link to/from the switch, calculated as $D_{trans} = \frac{Number\ of\ bits}{Link\ transmission\ rate}$. This way, the deterministic delay $D$ in Equation 1 is the sum of transmission delays $D_{trans}$ and propagation delays $D_{prop}$ of links on the path.

The terms $S_s$ and $S_c$ in Equation 2 are the stochastic delays associated with the switch and controller, respectively. $I$ is a Bernoulli random variable that take on value 1 with probability $\alpha$ and value 0 with probability $(1 - \alpha)$, also called an Indicator function. The values of $\alpha$ depend on a variety of factors including the timeout value of flow table entries in switches and input traffic rate. The stochastic delay $S$ in Equation 1 is the sum of all switch delays $S_s$ and all controller delays $S_c$.

Due to the stochastic nature of the transit latency ($L_T$) we measured and modeled its PDF, as shown in Figures 9-11. We found the PDF of transit latency in OpenFlow switch SDNs to be multi-modal, which is a departure from the unimodal distributions of transit latencies found in traditional networks with distributed control planes. In Figures 9-11 plotted on log-log scales we can see that the PDFs exhibit multiple modes. We model these modes as log-normal
distributions\(^2\). We model the PDF as a log-normal mixture model (LNMM) of random variable \(X\) in Equation 3:

\[
f_X(x) = \sum_{i=1}^{K} \lambda_i \mathcal{N}(\log x; \mu_i, \sigma_i^2)
\]

where, \(0 \leq \lambda_i \leq 1\) and \(\sum_{i=1}^{K} \lambda_i = 1\),

and \(\mathcal{N}(x; \mu, \sigma^2)\) for \(1 \leq i \leq K\) are \(K\) log-normal PDFs of the form,

\[
\mathcal{N}(\log x; \mu, \sigma^2) = \frac{1}{x \sigma \sqrt{2\pi}} e^{-\frac{1}{2} \left(\frac{\log x - \mu}{\sigma}\right)^2}.
\]

In our case we set \(K = 2\) to produce a bi-modal PDF of the log-normal mixture model. One mode represents the transit delay when the controller is consulted by the switch in making a forwarding decision and the other one for the case when the switch finds a matching flow-table entry. The parameters \(\lambda_1\) and \(\lambda_2 = 1 - \lambda_1\) are weights that determine the probability with which a packet is forwarded proactively \((\lambda_1\) without controller involvement\) or reactively \((\lambda_2\) with controller involvement\).

\[
\text{Mean} = \mu e^{\frac{\sigma^2}{2}}
\]

\[
\text{Variance} = (e^{\sigma^2} - 1)\mu^2 + \sigma^2
\]

The maximum likelihood estimates (MLEs) of the mean and variance parameters of a log-normal distribution using \(n\) samples \(x_i\), where \(1 \leq i \leq n\), are calculated as:

\[
\bar{x} = \exp\left(\frac{1}{n} \sum_{i=1}^{n} \log(x_i)\right),
\]

\[
\sigma = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left(\log \frac{x_i}{\mu}\right)^2}.
\]

To validate the proposed stochastic model, we compared the model cumulative distribution function (CDF) against the empirical data for all platforms under considerations. We quantify the degree of similarity between model and data CDF using the coefficient of determination, denoted \(R^2\), defined as,

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (x_i - f_X(x_i))^2}{\sum_{i=1}^{n} (x_i - \bar{x})^2},
\]

\(^2\)A quantity’s logarithm is distributed according to a Gaussian, then it follows the log-normal distribution [30]
Figure 15: Model validation for Mininet, using CDFs for different scenarios and their respective $R^2$ values.

(a) Proactive=0.97, Controller=0.92, Reactive=0.84
(b) Proactive=0.98, Controller=0.92, Reactive=0.90

Figure 16: Model validation for MikroTik RB750GL, using CDFs for different scenarios and their respective $R^2$ values.

(a) Proactive=0.98, Controller=0.96, Reactive=0.98
(b) Proactive=0.98, Controller=0.97, Reactive=0.98

(c) Proactive=0.99, Controller=0.89, Reactive=0.90

(c) Proactive=0.98, Controller=0.95, Reactive=0.98
where \( \bar{x} \) is the sample mean of the \( n \) samples.

Figure 15, Figure 16 and Figure 17 show various CDFs for Mininet, MikroTik RB750GL and GENI softswitch, respectively. \( R^2 \) can take on values in the interval \([0, 1]\), where values approaching 1 indicate a high degree of similarity between model and empirical data. Figure 18 shows the effect of having various various ratios of proactively / reactively forwarded traffic on the distribution of latency in Mininet OVS. It shows that for the proactive case \([100\% / 0\%]\) and the case where all packets go to the controller \([0\% / 100\%]\), the model produces unimodal distributions, and produces various bimodal distributions for various cases with different ratios for cases in between. Figure 15 plots the CDFs of the empirical data (plotted in black) against the modeled CDF \( F_X(x) \) (plotted in red) for three different packet sizes (77, 562 and 1,486 bytes). Each subfigure contains three curves for three different traffic mixes; proactive \([100\% / 0\%]\), controller \([0\% / 100\%]\) and reactive \([90\% / 10\%]\). Figure 16 and Figure 17 are similar plots for the MikroTik RB750GL and GENI softswitch platforms, respectively. We have given the \( R^2 \) value for each model vs. empirical distribution below each figure. The majority of \( R^2 \) values are above 0.90, with nearly half above 0.95. Even the lowest value is 0.81, which is still interpreted as a good fit. Therefore, generally the proposed log-normal mixed model is a good fit for the empirical data.
7. Conclusions

In this paper, we presented a stochastic model for transit latency across OVS-based SDN switches in conjunction with a POX controller based on empirical data. We conducted numerous experiments, exploring the impact of a wide range of traffic parameters on three different OVS platforms: Mininet emulator, a MikroTik RB750GL router and GENI testbed. We proposed a log-normal mixture model distribution for transit latency and validated it with our experimental data and demonstrated it to be a good fit to empirical measurements. This model has the potential to be extended to a network having multiple switches and controllers. Previously developed models for latency across OpenFlow SDN switches derived from queueing theory are based on an M/M/1 model, i.e. assuming exponential packet inter-arrival and service times. Our results suggests that in terms of queuing models, an M/G/1 model, using a log-normal mixture model as the service distribution, would be more accurate.
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